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This deliverableompriseghe extendedreport on the activitief WP 3 conducted within the three ofgoing
tasks for the second year of the project. The developments within these taskprahgced theCHARISMA
Control, Management and Orchestration (CMO) platfaoftware. In line with the objectives of the work
paclkage WP3, his report describeshe design and implementation of the individual CMO components, as
well as the software produceth cover the requirements identified for thdelivery of intelligencalriven
virtualised security, in addition to content cacgiand traffic handling

We first providehe overall architecture of the CHARISMA CMO, based thgoarchitecturethat hasalready
been presented in previous8VP3 documents This provides the reader with an overall picture of the
CHARISMA CMO, so as towpde the context for the individual components that are described in detail in
the subsequent sections of this deliverable D3.4

In the main body of this report, we present the individual components of the Gk®idingdetails on thér

internal organiation andarchitecture functionality, and interfacing: either the internal interfacing between

the modules comprising the component; or the external interfacing, describing the interaction with other
components of the CMO'he components of the CMO detadlin this deliverable are ones that have either

been developed from scratch within the CHARISMA project, or have been inherited from other poajects
extended to serve the CHARISMA objectividgese components includ&he Service Policy Manager, the

NFV Orchestrator, the Service Monitoring and Analytics, the Open Access Manager, and the CHARISMA GUI.
In this report, we also describe the internal functions of the VNFs developed within CHARISMA for providing
virtualised security and caching. These VNElsi@e: virtualised Firewall, Intrusion Detection System, Cache
Controller, and Cache VNFs.

After providing the implementation details for each individual component of the CMO platform, we describe
the interactions between the CMO components in order dohieve network slicing, and delivering
intelligencedriven virtualised security, content caching and traffic handliflge workflow diagrams that
detail the steps and interactions between components aresented

Finally, in the last chapter of thieliverable, a summary ofie conclusions gathered as result of the activities
within the three ongoing WP3 taskis presented
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In work package WP3 of the CHARISMA project we have already presented the initial developments and
results br the CHARISMA virtualised security, caching and traffic handling solutions, as described in the
deliverables D3.p1] and D3.32]. In this current deliverable D3.4 of CHARISBhAitleddintelligencedriven
v-security, including congé i OF OKAy3 FyR GNIFFAO KIFIyRftAy3IéES 4S5
details ofthese final technical solutions as developed within the project.

CHARISMA GUI Management & Orchestration
T T T T T T e T i
' 0SS/BSS 1 NFV Orchestrator
i 1
1 : -
i VNO 1 VNO 2 VNO 3 ! Os-Ma Service
i ! Palicy Cat. & Repos
b ] Manager -
Virtualized Network Functions Service Service
Monitoring & .
EM Analytics Orchestration
(Cache Mngr)
[ |
= L C = Or-Vnfm
VNF VNF VSF(s) —
{vCaches) (vCC) | (Firewall, IDS)
| | Ve-Vnfm
Vn-Nf VNF Or-Vi
Virtualized Infrastructure Manager(s)
‘ Virtualized Resources ‘ _
Vi-Vnfm
‘ Virtualization Layer ‘
|VI-Ha VI Manager
Hardware Resources
VI Security Open Access
‘ IMU | | IMU ‘ ‘ IMU | ‘ MU ‘ Manager -
NF-Vi
‘ oLt | ‘ — ‘ ‘ g | ‘ CPE ‘ . VI Controller
VI Monitoring Cloud & Net
CAL3 CAL2 CALA1 CALO (Cloud & Net)

Figurel: CHARISMA CMiatform and individuatomponents

All work within WP3 has resulted in the development of individual components that comprise the CHARISMA
Control, Management and Orchestration (CMO) platform. The CMO is the cosys@m of the CHARISMA
architecture thatenables control, management and orchestration of the physical and virtual resources
constitutingthe CHARISMifrastructure. In fact, as was already indicated in 0}8]2the CHARISMA CMO

is focused on fulfilling the following requirements:

1 Providingnetwork services andirtual network function lifecyclé/NFmanagement operations over
distributed and virtualized network/IT infrastructures;

1 Providingslice deploymenthrough the creation angnanagement of multiple, logical ansolated

networks overacommon infrastruture;

Providingpolicy-based programming, automation and control of the underlying infrastructure;

Providingmonitoring of networking and IT resources with metrics and notification acquisition from

both physical and virtual resources of the infrastructure;

=a =4
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1 Providingsecurity, content caching and traffic handling through the deployment, configuration and
management of related network services in the form of Virtual Network Functions (VNFs);

9 Visualisation of all the above provided operations through a Graphiser Interface (GUI) that can
be used by the Infrastructure Provider and the individual Virtual Network Oper@i©s)that
lease slices over the common CHARISMA infrastructure.

Figurel shows the higHevel architecture of the CMO platform, which closely follows the ETSI NFV MANO
WG architecture. The components that have been highlighted (in blue) are thaskave been developed

in CHARISMA to extend the ET&ih#ecture. Within the Management and Orchestration group, the
componentsthat have been implementedre the Service Policy Manager, the Service Monitoring and
Analytics, the Open Access Manager and the CHARISMA@litionally, severaéxtensionshave been
developed to TeNOR NFV @estrator, the selected NFV@ serve the objectives of proje@nd make it

fully compatible with the otherCHARISMA&omponents.For the Virtualized Network Functions group,
CHARISMA has developed four ViiiBshave beerdesigned to provide security and caching services. These
are the virtualised Firewall, the Intrusion Detection System, the Cache Controller and the Cacl&e¢tiifs

2 details the implementation ahe Service Policy Manager, the NFV Orchestrator, theicgeMonitoring

and Analytics, the Open Access Manager, the CHARISMA GUI and the CHARISViAe \ivdfisdedsub-
sections of thischapter describe how all these components have been designed, provitliogugh
information on the architecture, function&i and interfacing of each component.

In Section 3, we describe the service lifecycle and the sequence of interadt@nmgen the CMO
components which implement the system use cases for providing slicing, security, content caching and
traffic handling. Tie subsection devoted to slicingresents the multtenancy implementation in CHARISMA,
providing details on how concurrent deployment of multiple logical -setftained and independenshared

or partitioned networkovera common infrastructurgs acheved.The security suksectionexplains the co
operation of the security related CHARISMA components for the delivery of intelliggneen security
Towards this objective, thiateractionsbetween theService Policy Managehe Open Access Managéhne
Service Orchestratoithe Srvice Monitoring and Analyticshe CHARISMA Gldhd the virtual security
functions are outlined. These interactioase targeting to provide automated procedures foe detection

of security threats and the response towarthe detected security incident€onsequentlythe content
caching sufsection provides details on thmteractions between componentssomprising the caching
solution in CHARISMAor the deployment of CM@nanaged virtualcachesthat aim to reduce service
delivery time We provide the workflows for the implementationof two interesting scenarios related to
intelligent content caching. The first scenaceén be appliedh the frame of multitenancy, in which different
tenants operating overthe same infrastructureagree toco-operate andsharecached content between
their deployed virtualised @hes(cache peering)The second scenario involviedelligent management of
traffic, in the context of caching servigashichis based oibypassingaching services fahosedestinations
that usually lead to cache misses

Finally,the last sectionSetion 4, of this deliverablegoresentsthe conclusions gatheregs a result of the
activities within WP3 tasks.
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2.1.1. Architecture

The higf S@St F NDKAGSOGd2NE 2 F (i Kaflier fidiiverable D3. [ H,(alkhdufhSie A y

J1twL{a! [/ 2yOUNRtSX alyl 3S
hNNGSAGNI GA2Y 6/ ah0 O2YLR\

noteherethatK S {ta A& 9NARO&A&2Y QA& O2YYSNDAFlgire2iflustlalesShe Sy G |

{taQa 2@0SNIftft | NOKAGSOG dzNB o

Security Policy Manager

Catalogues &
Security Policy Engine Repositories
Rule Engine PiP Siice || Catalogue
Repo

Context Enforcer

Gathering
(Input) (Output)

Service
Orchestration

Monitoring
& Analytics

AN

or-vVnfm
Or-Vi

Figure2 Security Policy Manager Architecture

2.1.2. Functional description

As described imom 6 =/ | Bawite{Pality Wanagef(SPM)is in charge of making a nebiest action
recommendationtaking events triggered by the Service Monitoring and Analyii&A) function as input
delivered as a result of monitoring and analysing changes irstitels of the resources, and feied the
recommendation into the Service Orchestration element, in charge of enforcing it towards the network's
virtualized or physical resourceshe SPM allows the definition and configuration of different policies for
different use cases (where wmint here that CHARISMA also has a particular focus on the Security domain)
and for different domains.

2.1.3. Interfaces
The SPM presents the following external interfaces:
1. LYGSNFFOS (G261 NRa /| ! wL { a lsiOring dn¢l rhaviagedr@itl) L2 f A O@&
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2. LYGSNFI OS (G26FNRa /1 !wL{a! Q& ag! Y2RdzZ SY ¢2 NB
module.

3. LYGSNFIFOS G261 NRa /1! wL{ a!-Hased desthexka&iani NI G2 NY ¢ 2
recommendations to be enforced by the Orchestrato

The interfaces mentioned here are now described in greater detail in the following sections.

2.1.3.1. SPM¢ CHARISMA GUI Interface: Policy provisioning and management

/11 wL{a!Qa D!L SylofSa LRftAOe LINPOAaAZ2YAghdedit YR Y
policies. Figure 2 reflectsraockview of the CHARISMA GUI (Policy Management Rdbase, see section
2.1.3.2for actual CHARISMA GBitreen shots.

@ |cHarisma

Policies

Dashboard .
ashoar For instance mylDS: I:I

Instances

) Targ Description Enforcement Action
et
Alerts Notifications

T DDoS VNO1 vFwl DDoS attack - (CPU>X) Configure myFW I:l
AND (RAM>Y) AND with rule (e.g. drop
(DDoS alert) packets from source |:|

1P)

DoS VNO2 vFw2 Possible DoS attack - CPU>Z Bypass traffic

(Z<X) through the myFW | |

instance

Figure3 Policy management via CHARISMA -Qllick View

The GUI communicates with the SPM via a REST interface, which supports the following operations: Create,
Update, Read, and Delete policies. These operations are further described in the following sections.

2.1.3.2. Create Security Policy
To create a new policy, th@UIl sends an HTTP POST message to the SBMniga JSON structure in its
body, as reflected in the figure below.
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Figure4: Policy Creation

In particular, the creation of a security policy requires the following aspects:

eegeege

HTTP Method: POST
Resource: spm/CreateSecurityPolicy
Headers: ConterType: application/JSON

Request Body: contains one or more policies included in a JSON data structure, according to the

data structuresasdefined in Figure 3.

The structure of the JISGNement to be conveyed in the HTTP POST request is further reflected in the figure

below, and is mostly aligned withe L 9 ¢ CQ a

Abstractio

ns (SUPA3]:

DSYSNAO t2tA0e& LYF2NXYIGAZ2Y

SUPAPolicyObject

SUPAPalicyTarget

Priarity

UPAECAPolicyRuleCa
posita

According to IETF SUPA Info Madel [1]

N Policy source, according to IETF SUPA [1]
N Palicy target, according to IETF SUPA [1]

Inidicates the policy priarity, as specified by the admin

N According to IETF SUPA Info Madel [1]

Figure5: SUPAPolicyObject

The SUPAPolicyObject elements are defined as follows:
1. SUPAPolicyObjecttrhis identifier is generated by the SPM and returned in the HTTP Response.

2. SUPAPolicySourcspecifies the policy source (e.g. a specific tenant, or VNO in charge of defining a

policy that applies to its network slice).

3. SUPAPolicyTargespecifies the policy target (resource to which the policy applies).
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4. SUPAECAPolicyRuleComposit&his parameter is a JSON object itself, which contains all the
information related to the parameters and conditions of our policy, and is structured as a tree. It can
contain one more policy rules, each of which is formed bgradition to be evaluated. The different
policy rules can be similarly combined among themselves by means of any logical operator (i.e. AND,
OR, NOT or XOR). The first node of the tree structure is an operator (PolicyOperator) that combines
the two branche of the tree (LeftNode and RightNode). LeftNode and RightNode can be a new
SUPAECAPolicyRuleComposite object themselves, or they can be a SimpleNode JSON object.

Field Name Description
PolicyEvent Container PolicyEvent, according to IETF SUPA Info Model [1]
SimpleNode PolicyCondition {opt) |Container Policy condition, according to IETF SUPA Info Model [1] (opt)
isEvent Bool Indicates whether this node contains an event or a complete SUPAECAPolicyRuleComposite structure (tree)
nodeValue Int It indicates whether this is aleaf or a branch node

Figure6: SUPAECAPolicyRuleComposite

The SimpleNode JSON sture represents an event, and it contains the name of the event (Policy Event, as
defined in [1]), the operation type of the event and the value that will be the threshold of the event.

Field Name
PolicyEvent [Container PolicyEvent, according to IETF SUPA Info Model [1]
PolicyCondition (opt] |[Container Policy condition, according to IETF SUPA Info Model [1] (opt)
isEvent Bool Indicates whether this node contains an event or a complete SUPAECAPolicyRuleComposite structure (tree)
nodevalue Int ?

Figure7: Simpleldde

Field Name Description
Name of the event
PolicyEvent SUPAPolOperatorType |Bool Type of operation. Supported operators: <, =, <», =,is, isnot
Value See below Value of the events
ValueType Datatype of the value. Options: "String", "Int", "Float" or "Boolean"

Figure8: PolicyEvent

Finally, we have the PolicyAction, which is a JSON object representing the action to be enforced by the
Orchestrator if the policy is activated. It includes two parameters: the first is the name of the speaiiic acti
OOdZNNBy (fe adzZJdR2NISR OFfdzSa FNB aLyaildlyadAlriSéz a¢
new JSON object containing all the information regarding the NS instance or the resources to which the action
applies.

Description
PolicyAction Container Contains "Name" and "VNFD" Possible values: Instantiate, Terminate, Scale_in, Scale_out,
-Name String MName of the policy
WNFD Container Orchestrator specific

Figure9: Policy Action

JSON example

The following JSON structure exemplifies how to create a new policy that will delete a NS instance if the CPU
is over 90% and the RAM is over 75%, or if a DoS attack is detected. In the PolicyEvent objectdtinakDoS
the SUPAPolOperatorType is empty and Value contains the IP addresses of the attackers.

[{
"SUPAPolicyObjectID": 1,

"SUPAPolicySource": "TheSource",
"SUPAPolicyTarget": "TheTarget",
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"SUPAECAPolicyRuleComposite": {
"PolicyOperator": "AND",

" leftNode": {
"PolicyEvent": {
"PolicyAttribute": "CPU",

"SUPAPolOperatorType": ">",
"Value": "90",
"valueType": "Int"

h

"isEvent": true,

"nodeValue": false

I
"rightNode": {
"PolicyOperator": "OR",
"leftNode": {
"PolicyEvent": {
"PolicyAttribute": "RAM",
"SUPAPolOperatorType": ">",
"Value": "75",
"valueType": "Int"
b
"isEvent": true,
"nodeValue": true
h
"rightNode": {
"PolicyEvent": {
"PolicyAttribute": "DoS",
"SUPAPolOperatorType": ",
"Value": "192.168.1.1",
"valueType": "String"
h
"isEvent": true,
"nodeValue": true
b
"isEvent": false,
"nodeValue": false
}

"isEvent": false,
"nodeValue": false
h
"PolicyAction": {
"Name": "delete",
"VNFD": {

}

"ns_id": "23456"

1]

2.1.3.2.1.Read Security Policy

¢KS wSIFR{SOdNRGet2fAO& YSGK2R Aa

dza SR

02

NB I R

parameters of the method depend on whether we want to read allghgcies, or just a specific subset.
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FigurelO: Read Security Policy

Read all policies

To read all the policies, the GUI needs to send an HTTP GET message to the SPM, the detailnessagh
beingspecified below:

1 HTTP Method: GET

1 Resource: spm/ReadSecurityPolicy
1 Headers: Contenlype:-

1 Request Body:

Read policy by Policy ID
To read a specific policy the GUI needs to send an HTTP GET message to the SPM, the detadls of such

messagebeingspecified below. The response message will include a JSON structure containing the specific
policy, according to the details provided$ection2.1.3.2

1 HTTP Méiod: GET

1 Resource: spm/ReadSecurityPolicy/id/{Policyld}
1 Headers: Contenlype:-

1 Request Body:

Where {Policyld} is thiD of the specific policy that we want to read.

Read policies by Source & Target

To read the policies that match a given source ardet we just need to send an HTGET message to the
path of the Policy Mnager seen below and the SPM will return all the policies assoacidiieducha Source
and Target.

1 HTTP Method: GET
1 Resource: spm/ReadSecurityPolicy/SourceAndTarget/{Source¢ff atgaders: Contertype:-
1 Request Body
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Where {Source} and {Target} are the SUPAPolicySource and SUPAPolicyTarget values of the policies we are
searching for.

Read policies by Target

To read the policies that match a given target we just need to send an HTTP GET message to the SPM, being
the details of sucta messagebeing specified below. The response message will include a JSON structure
containing the policieshat apply to sucha Target resource, according to the data structures provided in
Section2.1.3.2

1 HTTP Method: GET

1 Resource: spm/ReadSecurityPolicy/Target/{Target}
1 Headers: Contertype: -

1 Request Body

Where {Target} is the SUPAPolicyTarget value of the policies we are searching for.

Read policies by Source

To read the policies applying to a specific Source (tenant/VNO) the GUI needs smddiidP GET message
to the SPMthe details of sucta messagéeingspecified below. The response message will include a JSON
structure containing all the policies defined by the Source, according to the details pranidgection
2.1.3.2

1 HTTP Method: GET

1 Resource: spm/ReadSecurityPolicy/ Source/{Source}
1 Headers: Contenlype:-

1 Request Body:

Where {Source} is the SUPAPolicySource value of the policies we are searching for.

2.1.3.2.2.Update a Policy

To update apolicy by changing some of the parameters of the selected policy, the GUI must use the
UpdateSecurityPolicy method. Sugmethod needs to be conveyed inside an HTTP POST message including
the parameters specified below and according to the data strustul@cumented irSection2.1.3.2 which

reflect the policy to be updated and its details.
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Figurell: Update Security Policy

HTTP Method: POST

Resource: spm/UpdateSecurityPolicy

Headers: ConterType: application/JSON

Request Body: contains one or more policies adogrtb the structure seen above

= =4 =4 =4

2.1.3.2.3.Delete a policy

To delete a policy, the GUI must use the DeleteSecurityPolicy method. Such method needs to be conveyed
inside an HTTP DELETE messageading the parameters specified below and according to the data
structures documented i®ection2.1.3.2 which reflect the policy to be deleted. If the polisysuccessfully
deleted, the SPM will return an HTTP 2000 response code.

Infrastructure Network Operator Network/CHARISMA Operator

Infra Admin CHARISMA GUI ‘ Sec. Policy Mgr. ' ‘ NFY Orchestrator ' ‘ Man-Analytics '
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!
| |
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i
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I 4 Read Security Polic
el yrowy
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|
|
|
|
|
:‘ Admin deletes available policies. H |
i
i
|
|
|
r

5 DeleteSecurityPolicyReq [Subject== SUPAPalicySaurce, (Resource)==SUPAPalicyTarget]

.
ra

6 DelsteSecurityPolicyResp [Result]

&

A

|
Infra Admin CHARISMA GUI ‘ Sec. Policy Mgr. ' ‘ NFY Orchestrator ' ‘ Mon-Analytics '

Figurel2: Delete Security Policy

HTTP Method: DELETE

Resource: spm/DeleteSecurityPolicy/{Policyld}
Headers: Contentype:-

Request Body:

= =4 =4 A
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Where {Poligld} is the id of the policy value of the policy that we want to delete.

2.1.3.3. IyGSNJ}'I- O0S G261 NR&A /1! wL{a! Qa ag! Y2Rdz SY ! f I NY
This interface is described $2ction2.3.3.2

2134 LYGSNFIF OS G26FNRa /1! wL{a! Qa4 hNOKS&aldN}G2N)XY 58
This interface is described 8ection2.2.3.2

22.bC+ hNDKSadN) {i2NJ

2.2.1. Architecture

CHARISMAvuildsupon T-NOVAsorchestrator TeNOR, witmew functionalities added tdeNORasper the
requirements of theCHARISMAroject. These functionalitiesnclude

1 Enable distributed deployment
7 Direct communication with VNFs
1 Resource availability verification
9 Slice awareness
More details about INOVA project can be found [12].

The NFV Orchestrator (TeNOR) interfaces with the Virtualized Infrastructure Management (VIM), to manage
and deploy the network services (NS’s). The Orchestrator also irgeritictthe VNF directly itself to ensure
its lifecycle management.

At a very high levelthe Orchestrator can be seen as two main modules (NS_Manager and VNF_Manager)
and a set of repositoriesr catalogues TheNS_Manageacts as the fronend and orchesttes all the
incoming requests towards the other elements of the architecture. To deploy a service through the
NS_Managera set of catalogues nestb bein place so agdo:

w Storethe available VNFs and NSs
w InstantiateNSs and/NFs
These are represemd in the following figure as NS_Catalog and VNF_Catalog.

The othemaincomponent ishe VNF Manager, whidhteractswith the NS_ManagefTheVNF Manager is
responsible for the VN8pecific lifecycle management.
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NS_Manager | VNF_Manager

NS_Catalog NS_Provisioner VNF_Provisioner VNF_Catalog

HOT
Generator

Figurel3: Functional architecture of TeNOR

2.2.2. Functional description

A brief overview of the main functional entities appears in the following subsections.

2.2.2.1. Network Services Modules
The Network Services ddules refer to the moduleslealing with the creation of Networlservices, in
particular: NS_Manager, NS_Catatwgl NS Rovisioner

The main function of th&NS_Manageis to manage the virtualized Network 88k OS Q& oh §iga v f A
the NSs are composeaf Virtual Network Functions (VNFs) and Physical Networktiemsc(PNFs), the
NS_Managecan decompose each NS irtwconstituent VNFsrad PNFs. Although the NS_Manapas the
knowledge of the VNRbat compose the NS, it delegates their lifecycle management to a dedipabegss
designated byhe VNF Manager YNFM).

Furthermore, besides orchestrating the virtualized service level operations, therefore abstracting the service
specificities from the business/operational level, the NS_Manager also manages the virtualized infrastructure
resource level operationdt coordinates the resource allocation for specific NSs and VNFs for the various
virtualized infrastructures.

To address the two main functionalities (Network Service and Virtual Network Function) already mentioned
above, TeNOR has two additional moduldS. Provisioneand VNFProvisioner Both modules depend on
another module called HOT (Heat Orchestration Template) Generator that builds the templates (HEAT
templates) needed to provision the resources at the VIM.

2.2.2.2. Virtual Network Functions Modules

TheVirtual Network Functionstodules refer to the modules dealing withe creation of VNFE$n particular:
VNF Manager, VNFCatalog and VNF_Provision&he VNF_Manager (VNMF) is responsible for the lifecycle
management of a VNF. The VNF lifecycle inclute$allowing aspects:

1 Instantiate: creatsa VNF on the virtualized infrastructure using the VNF on boarding desgriptor

1 Configure: configurgthe instantiated VNF with the required information to start the VNF (can
already include some customspecific &ributes/parameters)

1 Update: modifiesconfiguration parameters
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1 Upgrade: changethesoftware supporting the VNF
1 Terminate: releasinfrastructure resources allocatedd the VNFs.

Similar to the Network Services Moduléise VNFModules also have a @dogue and a Provisioner. In this
case, it is called the VNF_Provisioard it also depends on the TemplaBenerator.

2.2.2.3. Repositories and catalogues
To deploy a NS and manage its lifecycle, a descriptor of the NS and for the constituent VNFs areth®red in
catalogues.

1 NS Catalogue: stores all the-bnarded NSs. To support the NS lifecycle management, the
catalogue should contain:

0 VNF Forwarding Graph Descriptor (VNFFG): contains the NS constituent VNFs, as well as
their deployment in terms of networkonnectivity

0 NS Descriptor (NSD): contains the service description, including SLAs, the deployment
flavours, references to the virtual linkise. virtual link descriptors/LDs)and the
constituent VNFs (VNFEG)

o Virtual Link Descriptor (VLD): containg thescription of the virtual network links that
compose the service (interconnecting the VNFs)

1 VNF Catalogue: stores all the-boarded VNFs. To managé/NF lifecycle, it requires:

0 VNF Descriptor (VNFD): contains the VNF description, including itsaintiecomposition
in Virtual Network Function Components (VNFCs), deployment flavours and references to
the virtual links (VLDs)

T NS & VNF Repositories: THE and VNF repositories store tteeord per instantiated NS and VNF,
which can be updated/releasedidng the lifecycle management operations.

2.2.2.4. New functionality added to TeNOR
During the development time dhe Charisma projechew requirements arose which triggered the addition
of new functionality

1 Distributed deployment: Due to the fact that Charesmill allow to have distributed resources (both
compute and networking) the instantiate method had to be extended. Adding to the previous
capabilities, this extension will make possible to select the CAL where the service will be deployed

9 SiceawarenessSince the network services will be deployed into a particular slice, which will also be
present across the compute nodes, the instantiate method had to support this requirement. Hence,
when a NS gets deployed a slice has to be selected

9 Direct @mmunication withVNFs: TeNOR can now start and stop VNFs and initiate an SSH session to
execute commands inside the VM implementing the VNF functionality

1 Resource availability verification: When deploying a network service, TeNOR checks beforehand if
the required resources are available

2.2.3. Interfaces

2.2.3.1. Internal interfaces

The internal interfaces of the orchestrator are inherited from the TeNOR internal ingxfaMore
information on the internal interfaces from TeNOR is available under the internal interfaces for TéBIOR
in the FNOVA projecf12].
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2.2.3.2. External interfaces
TeNOR @ain external interfaces are:

1 Network Service Manager: Theam TeNOR opation involves this interface, whichasREST API.

1 GUI: Wekbased GUI to viglize and configure the different operations available for TeNOR. This is
the TeNOR GUI developed within eNDVA project.

. S0l dzaS 27F -g¢eBinds archiiectofehaPpiXdch, each of the previously discussed modules also
exposes a REST API to bemyatonsumed by the NS_Manager.

Its public API can be found in this document and each of those modules can be accessed specifically through
the following default portswhich are als@onfigurable):

Tablel: TeNOR Services, Extdrimerfaces

Module Port
NS Catalogue 4011
NS Provisioner 4012
NS Monitoring 4013
NSD Validator 4015
VNF Manager 4567
VNF Catalogue 4568
VNFD Validator 4570
HOT Generator 4571
VNF Catalogue 4572
VNF Monitoring 4573

2.2.3.3. TeNOR API Extensions

Other than the previously described, along the Charisma project new features were required and those
triggered the creation of new interfaces for TeNOR:

91 Instantiate Network Service In order to fulfil the Slice Awareness and distributed deployment
requirements, TeNOR receives two new parameters when instantiating the service: Availability zones
and network (which maps with the selected slice)

Method Post

URL /ns-instances

Headers Contenttype: application/json

Request Body ns_id, networkavailability_zones, PoP_id

Returns Succes200- Failure: 400, 401, 404, 500
Body:nsr_id
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9 Start and StopNetwork ServicedNew methods to manage the VNF lifecycle have been developed.
This method is to be called when the MAPI (Middleware API) is not available. The middleware API is
an external TeNOR module responsible for VNF lifecycle management. Since this module is not
reliable enough, this new method had to be implemented

Method Put

URL Ins-instances/<nsr_id>/<start | stop>
Headers Contenttype: application/json

Returns Success200- Failure: 400, 401, 404, 500

23. { SNBAOS az2yAl2NAY3I YR !yIfteadAros

2.3.1. Architecture

The CHARISMA monitoring implementation addresses rsiki and multioperator network infrastructure
deployments with a dynamic usage of infrastructure components. Infrastructure components inchale
followingthree different domains of resources to be nitored:

1 NFV Infrastructure (NFVI) resources that comprise of physical and virtual compute, network and storage
resources

SDNenabled elements, including physical and virtual resoyrces

Physical devices that do not belong to the previous categosesh a8 non-SDN compliant network
routers and switches.g.eNodeB, for which we want to capture monitoring information

The Monitoring and Analytics systesrésponsible for the management tfe metrics captured from the
variousinfrastructure componentsthe management of alerts and events based on these metaind the
visualization of the available dath collects metrics from different sources and aggregates these metrics
over a specific timeframeexploiting several statistical functions or othéltering options. Alert rule
management consists dhe creation deletion and evaluation of alert rulesAn exposed APl magccept
creation requestdased uporone or multiple conditions on the captured metrjos deletion requests based

on the alert ruk identifier. Orchestrationlevel components receive notification messages of evenys
offering the necessary interfaces for subscribers to receive events of interest. For generating notifications on
events metrics regived against the created alert rdend upon an event occurrencegptifications are
distributedto the subscribers of the specific eveRinally, the Visualization component offers a dashboard
for the visualization of captured metrics and created alefise highlevel architecture of MAomponents

and the interactions of MA with external components are depicteBigurel4.
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Figurel4: Monitoring & Analytics communicatiamith external components.

2.3.2. Functional description

The implementation of theMonitoring and Analytics modulés based onthe Prometheus whitebox
monitoring platform which is an opessource systemmonitoring and alerting toolkit. Prometheus uses a
time-selies database based on LevelDB, an alert management sykiefacilitate the evaluation of alert
conditions with a series of system metrics exporters acting as agents for the monitored sygtéaysaspect

in the data analysis ithe Prometheus specifiquery language, PromQL, which facilitates high perforrean
time-series data aggregatio.he CHARISMA Monitoring and Analytics module extends the Prometheus
platform in the following aspects:

1 A data model was defined to allow the expression of data quanessalert rules in JSON format instead
of the PromQL language which has much more complex syntax. JSON objects are, ultimately, translated
to PromQL to be used with the underlying Prometheus software.

9 APIs for Target Resource and Alert Rule registratich management were developed, which were
lacking from the Prometheus platform.

1 A customdesigned Data Querying APl was used as an overlay to the default Prometheus solution, so as
to provide much easier deployment, since it is designed to exhibit onlyoseswf the Prometheus
filtering capabilities sufficient for the needs of the CHARISMA project.

1 An Alert Notification mechanism was developed to be compatible with the CHARISMA Service Policy
Manager.

9 Several custom data collection agents were developéaguBrometheus open source libraries.

To extract data from all the infrastructure components, Prometheus agents were instalidenever
possible- in monitored resources to expose metrics to the monitoring servers in the appropriate data format
(protocolbuffer format).The collection of monitoring metrics from the developed MA agésitiistrated in
Figurels.
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Figurel5: Monitoring &Analytics agent based data collection architecture.

The default Prometheus agent for *NIX OS environments, Node Expogemused for the Debian and RPM
based monitored servers providing hardware and OS metrics exposed by the kernel. For additional metric
such as SDN switch flows or rules, custom scripts were developed. Metrics of legacy network devices were
handled bythe Prometheus SNMP Exporter agemhichwas deployed at th&lonitoring & Analyticserver.

This agentcollects SNMP data from the dews and then exposes them to the Prometheus server.
Prometheus SNMP Exporter was also usedtierMobCache FPGA device. Finally, for network devices
running OpenWRT, the metrics available from the kernel were exposed using a custom metric exporter in
the LUA programming language

Data CollectionManagament ¢ Each resource must be associated with a monitoring agehnich handles

the exposingof the data to the Prometheus server. Virtual resources, such as VNFs and virtual networks, are
automatically registred to be monitored upon their instantiatipand stop being monitored whethey are

deleted. With regards to the physical devices comprising the physical infrastructtine, CHARISMA
infrastructure features manysuch heterogeneous devices. Providiraypport for all existing network
equipment is difficultsothe adopted approach waamed atcategorizing network devices according to their
compatibility characteristics (OpenWHRSimple Network Management Protod@NMP). The implemented

solution for each category is generic enough to support the devices used. The collected data are classified
and stored to the timeseries database bearing labels that indicate their origin, the permission of access for
each different actor of the system (Infrastructu@wner, Tenants), their service and network graph
information. The user (Infrastructure Owner) is also provided with thkility to perform mathematical
functions on the stored data vectors, such as linear prediction or aggregation. For example, CP&) metric
LINE JARSR 06& [AydzE 1SNYySt Oz2zyaArad 2FY a3dSadés anil
metrics, and all these foreach of lBPUO2 NBad® ¢KAa AYF2NXNIGA2Yy OFYy 6S |
LISNODSyYy Gl 3S¢ YSUNROO®

Alert Rule Maragementg This is lased on the Prometheus Alert Manager, whelerarules in Prometheus

are described irthe PromQL language format. In the context of GeIARISMAroject, a data model was

defined which supports the creation of complex logical combimatb conditions which are translated to
PromQL rules for evaluation from the Prometheus Alert Manager component. Alert rules can consist of any
number of conditionswhilsta condition can be a combination of logical and mathematical operations that
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repreent a binary result. Thecurrent implementation handles the rule translation and the logical
combination of the evaluation results from the Prometheus Alert Manager.

Notification Managementg Whenall of thealert rule conditions of an alert rule are mée Alert Manager
generatesnotificationsthat are thenstoredin the management databasalong with the data that caused
each condition thresholds to be breachékhese are also sent to the subscriber of the alert rule

Visualisation- Grafana software as usedor the visualization of the data. Grafana is an open source tool

for querying and visualizing time series and mefribat alsosupports multitenant dashboards and odf-

the-box integration withthe Prometheus database. Grafana charts daghboards were integrated with the
CHARISMA GUI providing a visualization section for the users of the system. Users are provided with
dashboards featuring charts with data of their intereghere he dashboards can kather static or dynamic.

Static dahboards display general usage of resources per user or specific metrics per service requested by
the tenants whilst d/namic dashboards can be created and modified by the users by adding the visualisation
of any data available to them.

2.3.2.1. Data Model

The Monitoring & Analytics components communicate with the rest of the CHARISMA architecture using
REST Application Programming Interfaces. For the representation of the information involved in these
interactions, the data modelescribed in the following tabswas defined.

User. Represents any user that can access the monitoring system.

Table2: Data model describing the user with all available fields.

User
ID Type Cardinality  Description Functionality Comments
id string 1 User ID. Identifier of User.
name  string 1 UserName.  Description of user.
role string 1 User Role. - admin

-user
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Target ResourceRepresents any resource in the system that can be monitored.

Table3: Data model describinipe target resource with all available fields. It can contain any number of labels for resource
classification and metrics for specification of the data to be monitored.

target_resource

ID Type Cardinality Description Functionality Comments
user_id int 1 User owning the target Assigns target resource to specific
resource. user.
ip string 1 Target Resource IP IP to be used by Prometheus Server
address. to scrape data.
name string 1 Target Resource display = Name to be displayed in visualizatiol
name. data representations.
ssh_credentials container 1 SSH credentials. Contains credentials for SSH

connection to the Target Resource.

- ssh_credentials: string 1 SSH username. SSH username for SSH connection 1
username the Target Resource.

- ssh_credentials: string 1 SSH password. Optional field. If value is ""(empty
password string) or null or field doesn't exist,

thenssh_credentials:
private_keyused.
Eitherpasswordor private_keymust
contain a valid value.

- ssh_credentials: string 1 SSH private_key. Optional field. Same as above.

private_key

label_list list 1 listof n List of DB labels. Labels set here will be used on all
<container elements metrics for this resource in the tirne

series database.

- label_list: label container n Seetarget_resource: label
metric_list list 1listof n List of metrics. Data exporters are Prometheus
<containep elements clients to be deployed on the Target
Resource.
- metric_list: container n Seetarget_resourcemetric
metric

Table4: Data model describing the label with all its available fields. It is used to classiyetirae data and facilitate filtering when
querying data.

target_resource: label
ID Type  Cardinality Description Functionality Comments

key string 1 Label key. Label key is like an additional
column in the timeseries DB.
Resource Metrics that have value
on this key can be filtered by it
when querying data.
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value string 1 Label value. Value corresponding to thiabel

key.

matching_operator  string 1 Matching

label value.

= Select labels that are exactly
operator for equal to the provided string.
1=: Select labels that are not
equal to the provided string.

Not applicable inarget: label_list:
label. Only applicable when
requesting data. Currently only
in expression: label_list: label.

=~ Select labels that regex
match the provided stringor

substring).

I~ Select labels that do not
regexmatch the provided string

(or substring).

Table5: Data model describing the target_resource: metric. It is used to specify metrics to be monitored for a target resource.

target_resource: metric

ID Type  Cardinality Description

Functionality Comments

Metric identifier available tdhe CHARISMA GUI by

anew interface:monitoring/get_available_metrics (POST request)

id int 1 Metric ID
name  string 1 Available
metric name

Name of the available metric (eg. "cpu_used_percentage").

Alert Rule Represents a combination of conditions and the timeframenhich they are

evaluated.

Table6: Data model describing the alert rule. It is used to represent a combination of conditions which are evaluated and can

trigger an alert event.

alert_rule
ID Type Cardinality Description
Name string 1 Name of Alert Rule.
Duration container 1 Duration of Alert
condition.
- duration: value int 1 Time value.
- duration: unit string 1 Time unit.

annotation_summary string 1
message.

Alert summary

Functionality Comments
Identifier of Alert Rule.

Duration for which the condition must be
true to fire the alarm.

s-seconds
m - minutes
h - hours
d-days

w - weeks
y - years

Short message to be shown when
displaying the Alert.
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annotation_description  string

condition container

1 Detailed Alert
description.

More detailed description about the Alert.

Table7: Data model of the alert rule condition. It can be and inequality, a logical operation or a PromQL expression.

alert_rule: condition

ID Type Cardinality Description Functionality
category string 1 Type of condition. Defines the way the condition will be
defined.
promg|
inequality
logical_operation
promg| string 1 PromQL expression. Prometheus Query Language expressic
inequality container 1 Inequality operation. Inequality operation performed
between expressions.
logical_operation  container 1 Container defining the logical Logical operation performed between
operation. expressions.
Table8y 5F GF Y2RSt 2F FfSNI Nuz S O2yRAGAZY 27F (&LS
alert_rule: condition: inequality
ID Type Cardinality Description Functionality
LHS container 1 Left Hand Side.
- LHS: expression container 1 Container defining the LHS of tireequality. =~ Seeexpression
comparison_operator  string 1 Comparison operator of the inequality. ==(equal)
1= (not-equal)
>(greaterthan)
<(lessthan)
>=(greateror-equal)
<=(lessor-equal)
RHS container 1 Right Hand Side.
- RHSexpression container 1 Container defining the RHS of the Seeexpression
inequality.
Table9Y 5F GF Y2RSt 2F £ SNI N¥z S O2yRAGAZY 2F Ge&LJS
alert_rule: condition: logical_operation
ID Type Cardinality Description Functionality Comments
logical_operator string 1 Logical Operator.  AND:intersection

Comments

GAYSldzd tAGSE

Comments

af 234201k €
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OR: union
UNLESS: complement

condition_list list <container 1 List of conditions.

- condition_list: condition  container n Seealert_rule: condition

Alert NotificationY wSLINS&aSyida SoSyida (GKFdG NBadZ & FNRY da! tf SN

Tablel0: Data model for alert notification.

alert_notification

ID Type Cardinality Optionality Description Functionality Comments
name string 1 NO Alert Identifier of Alert Notification.
Notification
name.
description string 1 NO Alert It might
Notification containAlert
description . Metadata.
alert_rule_id int 1 NO Alert Rule ID.  ID of the Alert Rule that

caused the notification.

Seealert_rule_container

alert_metadata_list list 1 list of NO Metadata Additional information about It will be a list
n containers related to the AlertNotification to better =~ with the value
the Alert describe the event. eg. of every 'metric'
Notification. [CPU=64%, RAM=91%, and the
DOS_ALERT=[10.10.10.12, predefined
10.11.10.15]] (IPs which metadata of
violate the condition) every ‘alert'
(VNF specific
Seealert_notification: alert, eg. IDS
alert_metadata alert)
start_time Timestamp 1 NO Timestamp
of the first
time the
Alert fired.
end_time Timestamp 1 Yes Timestamp Remains empty
of the last until the
time the notification
Alert fired. event ends.
state int 1 NO Alert Active (1} if the Alert is
summary currently firing,
message.

Ended (0} if the Alert has
stopped

ExpressionRepresents the filtering that can be applied to the tisggies database and returns a result set.
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TablellY 51 G|

Y2 RSt

alert or mathematical operation.

type

function

promq|

metric

alert

constant

mathematical_operation

Type

string

container

string

container

container

float

container

F2NJ ASELINBA&AAZYE O OderiedNdBia B da Be/of typk: finchos, metzic,S R

expression

Cardinality Description

1 Expression

type.

1 Function to
be applied to
the
expression.

1 PromQL
expression.

1 Metric
container.

1 Alert
container.

1 Constant
floating point
number.

1 Container
defining
Mathematical
Operation.

Functionality Comments

"promgl": Raw promgl expression will be
provided.

"metric": Metric containerwill be provided.
"alert": Alert container willl be provided.

"constant”: Constant floating point value will be
provided.

"mathematical_operatiori: Mathematical
operation container will be provided.

"expressiort: Expression container will be
provided.

Detailed description of the available functions
can be found here:

https://prometheus.io/docs/querying/functions/

Seeexpression:function

Prometheus Query Language expression.

Contains breakdown of metric definitiamhich
canbe used
in mathematical_operationcontainer.

Seeexpression: metric

Contains breakdown of alert definition which
canbe used
in mathematical_operationcontainer.

Seeexpression: alert

Constant floating point number to be used
in mathematical_operationcontainer.

It can be thought of as one operation (eg. +)
between two or more operands. Operands can
be of type:

"promgl": Raw promgl expression will be
provided.

"metric": Metric container will be provided.
"alert": Alert container willl be provided.

"constant’: Constant floating point value will be
provided.

"operation": Operation container will be
provided.

Seeexpression: mathematical_operation
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https://prometheus.io/docs/querying/functions/

Tablel2: Data model for expression function. It represents functions that can be applied on the query result set of the expression.

expression: function

ID Type Cardinality Description Functionality Comments
name string 1 Nameof the function. Identifier of the function.
abs()
absent()
ceil()
changes()
clamp_max()
clamp_min()

count_scalar()
day_of _month()
day_of week()
days_in_month()
delta()

deriv()
drop_common_labels()
exp()

floor()
histogram_quantile()
holt_winters()
hour()

idelta()
increase()
irate()
label_replace()
In()

log2()

log10()
minute()
month()
predict_linear()
rate()

resets()

round()

scalar()

sort()
sort_desc()
sqrt()

time()

vector()

year()
<aggregation>_over_time()

group_by label_key list list n Label key list bwhich Group result set by label keys in the
<string> grouping will occur. provided list.
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https://prometheus.io/docs/querying/functions/#clamp_max()
https://prometheus.io/docs/querying/functions/#clamp_min()
https://prometheus.io/docs/querying/functions/#count_scalar()
https://prometheus.io/docs/querying/functions/#day_of_month()
https://prometheus.io/docs/querying/functions/#day_of_week()
https://prometheus.io/docs/querying/functions/#days_in_month()
https://prometheus.io/docs/querying/functions/#delta()
https://prometheus.io/docs/querying/functions/#deriv()
https://prometheus.io/docs/querying/functions/#drop_common_labels()
https://prometheus.io/docs/querying/functions/#exp()
https://prometheus.io/docs/querying/functions/#floor()
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https://prometheus.io/docs/querying/functions/#hour()
https://prometheus.io/docs/querying/functions/#idelta()
https://prometheus.io/docs/querying/functions/#increase()
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https://prometheus.io/docs/querying/functions/#label_replace()
https://prometheus.io/docs/querying/functions/#ln()
https://prometheus.io/docs/querying/functions/#log2()
https://prometheus.io/docs/querying/functions/#log10()
https://prometheus.io/docs/querying/functions/#minute()
https://prometheus.io/docs/querying/functions/#month()
https://prometheus.io/docs/querying/functions/#predict_linear()
https://prometheus.io/docs/querying/functions/#rate()
https://prometheus.io/docs/querying/functions/#resets()
https://prometheus.io/docs/querying/functions/#round()
https://prometheus.io/docs/querying/functions/#scalar()
https://prometheus.io/docs/querying/functions/#sort()
https://prometheus.io/docs/querying/functions/#sort_desc()
https://prometheus.io/docs/querying/functions/#sqrt()
https://prometheus.io/docs/querying/functions/#time()
https://prometheus.io/docs/querying/functions/#vector()
https://prometheus.io/docs/querying/functions/#year()

Table1dy 51 @I
a specifianetric.

name

label_list

duration

- duration:

value

- duration:

unit

offset

- offset:
value

- offset; unit

Y2RSt T2NJ SELINBA

Type Cardinality Description
string 1 Metric name.
list 1 Filter labels.
<containep
container 1 Duration of

result set.

int 1 Time value.
string 1 Time unit.
container 1 Offset of query
int 1 Time value.
string 1 Time unit.

aA2Yy YSGONRO o6y2i G2 o-$rie®a@aia®idza SR

expression; metric

Functionality Comments
It is the metric identifier in the timeeries The default metric list
DB. will be provided.

Labelso be used as filters for the selection
of the metric. (eg. metric_name)

(eg. if duration: {value =5, unit = m} and
offset=0, return results for the last 5
minutes)

s- seconds
m - minutes
h - hours
d-days

w - weeks
y - years

Time in the past relative to the current
query evaluation time.

s-seconds
m - minutes
h - hours
d-days

w - weeks
y - years

Tablel4: Data model for expression alert. It represents the t#@ges data of a specific alert.

ID
name

label_list

duration

- duration:

value

Type
string

list
<containep

container

int

Cardinality Description

1 Alert name.

1 Filter labels.

1 Duration of
result set.

1 Time value.

expression: alert

Functionality Comments
It is the metric identifier in the timeeries DB.

Labels to be used as filters for the selection of the
metric. (eg. metric_name)

(eg. if duration: {value = 5, unit = m} and offset=0,
return results for the last 5 minutes)
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- duration: string 1 Time unit. s-seconds

unit .
m - minutes

h - hours

d-days

w - weeks

y ¢ years

offset container 1 Offset of query. Time in the past relative to the current query
evaluation time.

- offset: int 1 Time value.
value

- offset: unit string 1 Time unit. s-seconds
m - minutes
h - hours
d-days
w - weeks
y g years

TablelsY 51 GF Y2RSf FT2NJ SELINB&aAZYy 2F (eI aYFGKSYFGAOLIE 2LISNI G2
result sets of multiple expressions.

expression: mathematical_operation
ID Type Cardinality Description Functionality Comments

mathematical_operator string 1 Mathematical operator. +(addition)
- (subtraction)
* (multiplication)
/ (division)
% (modulo)
" (power/exponentiation)

expression_list list 1 List of expressions which wiié
<container operands of the mathematical
operation.
- expression_list: container n Seeexpression
expression

2.3.3. Interfaces

2.3.3.1. Internal Interfaces
The internal interfaces of the Monitoring Analytics component are inherited from the Prometheus

monitoring platform.
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2.3.3.2. External Interfaces

The detailed interfacesf the Monitoring & Analytics component, which interact with external components
along withthe workflows in which theyra used, are dicussed below. The Monitoring & Analytics system
expects requests from the CHARISMA GUI-kadkto register and manage system users, and to monitor
target resources and alert rules. Alert notifications (generated after evaluating alert rules) are ghat to
Service Policy Manager at the first evaluation time, in order to signal the beginning of an event, and at the
last evaluation time to signal the end of the event. The Monitoring & Analytics system also offers an endpoint
to query the timeseries monitoing data and the alert notifications, which are used by the Visualization
module.

The following sections provide details on the external interfaces of the MA component regarding user
management, target resource management, alert rule management, aléifications, and data querying.

For each interface, we provide a workflow diagram detailing the components that are involved, and the
information exchanged between the components, as well as the implementation details.

User Management Interactions:
1. Register new User

Interface exposed by the MA for registering a new user.

User CHARISMA System
Infra Admin CHARISMA GUI Mon-Analytics

1 Register new User

3 Return: Success/Failure

|

I

I

1

[ :
i 2 Register new User
T

I

I

I

I

i
-

4 Display Success indication |

i
- |

| !
| I
| I
r I
| I
| _‘_I
| |
| I
| |
| i
| I
| I
| I

Infra Admin CHARISMA GUI Mon-Analytics

Figurel6: User registration workflow.

Tablel6: User registration request information

Method POST

URL monitoring/register_user

Headers ContentType:application/json

Request Body user container in JSON format.

Returns Succes201- Failure: 400, 401, 404, 500

2. Get registered Users

Interface exposed by the MA for getting the list of registered users.
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User CHARISMA System

Infra Admin CHARISMA GUI Mon-Analytics
! | |
| 1 Retripve Available Users ».._: |
r | I
: | 2 Get registered Users ‘:
| T Eail]
: :__, 3 Return: List of user containers |
| [ i
:J 4 Display User Ligt \ \
(s I I
| i i
Infra Admin CHARISMA GUI Mon-Analytics

Figurel7: Available user retrieval workflow.

Tablel7: Get registered users request information

Method GET

URL monitoring/get_users

Headers ContentType:application/json

Returns Succes200- Failure: 400401, 404, 500
Body: List < user > in JSON format

3. Edit registered User

Interface exposed by the MA for editing a registered user.

User CHARISMA System

Infra Admin CHARISMA GUI Mon-Analytics

1 Edit User informatipn

o
F

ki
o

3 Return: Success/Failure

I
:
| 2 Edit registered User
T
i
i
I
i

-
[

_ 4 Display Success ipdication |
-

Infra Admin CHARISMA GUI Mon-Analytics

Figurel8: User modification workflow.

Tablel8: Edit registerediser request information

Method PUT

URL monitoring/edit_user?userliD=value
Headers ContentType:application/json
Request Body user container in JSON format.
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Returns

Succes204 - Failure: 400, 401, 404, 500

4. Delete registered User

Interfaceexposed by the MA for deleting a registered user.

User CHARISMA System
Infra Admin CHARISMA GUI Mon-Analytics
I I I
E 1 Delete User }! i
: | 2 Delete registered User \___:
[} T ]
: :__, 3 Return: Success/Failure :
i (e i
:_, 4 Display Success indication | |
= | i
i I i
Infra Admin CHARISMA GUI Mon-Analytics
Figurel9: User deletion workflow.
Tablel9: Delete registered user request information
Method DELETE
URL monitoring/delete_user?userID=value
Headers ContentType:application/json
Returns Success204- Failure: 400, 401, 404, 500

Target Resource Management Interactions:

1. Register new Target Resource
Interface exposed by the MA for registering a target resource.

User

Infra Admin or VNO CHARISMA GUI

1 Monitor new Target Resource (specify details: metrics, jpetc..) _
>

CHARISMA System

Mon-Analytics

2 Register new Target Resource (Send: target_resource container) o
>

3 Return: Success/Failure

&

I

I

]

I

I

r

I

I

T

. . . . I
< 4 Display|Success indication |
I

Infra Admin or VNO |

Figure20: Target resource registration workflow.

CHARISMA GUI | Mon-Analytics |

Table20: Register target resource request information

Method POST
URL monitoring/register_target_resource
Headers ContentType:application/json
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Request Body

target_resourcecontainer in JSON format.

Returns

Succes201 - Failure: 400, 401, 404, 500

2. Get registered Target Resourcbyg User ID, by Target Resource ID, IP, Name
Interface exposed by the Mi&ar getting the list of registered target resources.

User CHARISMA System
Infra Admin or VNG CHARISMA GUI Mon-Analytics
I ! !
| 1 Retrieve Bvailable Target Resources (Filter by User ID) ~...: :
¥ il |
: : 2 Get registered Target Resources ‘_:
1 T Cal]
: :’ 3 Return: List of target_resource containers :
1 [ 1
:_, 4 Display|Target Resource List : :
! I I
Infra Admin ar VMO CHARISMA GUI Maon-Analytics
Figure21: Target resource retrieval workflow.
Table21: Get registered resources request information
Method POST
URL monitoring/get_target_resource
Headers ContentType:application/json

Request Body

{
"target_resource":{
"user_id":1,
"id"1,
"ip":"10.0.0.1",
"name": "target resource name"
}
}

Returns

Success200- Failure: 400, 401, 404, 500

Body: List < target_resource > in JSON format

3. EditregisteredTarget Resource

Interface exposed by the MA for editing a registered target resource.
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User CHARISMA System

Infra Admin or VNO CHARISMA GLUI Mon-Analytics

1 Edit Target Resource infoqmation

2 Edit registered Target Resource (By Target Resource D] o

! !
| |
| |
1 |
| |
I |
T Eall
| |
| |
f 1
I I
| |
[ |

3 Return: Success/Failure
_ 4 Display|Success indicatipn

Infra Admin or WNO CHARISMA GUI Mon-Analytics
Figure22: Target resource modification workflow.
Table22: Edit registered resource request information

Method PUT

URL monitoring/edit_target_resourcefargetResourcelD=valug

Headers ContentType:application/json

Request Body target_resource container in JSON format.

Returns Succes204 - Failure: 400, 401, 404, 500
4. DeleteregisteredTarget Resource
Interfaceexposed by the MA for deleting a registered target resource.

User CHARISMA System
Infra Admin or VWO CHARISMA GLUI Mon-Analytics

1 Delete Target Resource

e
¥

o
¥ i

3 Return: Success/Failure

I
I
I
1
I 5
i 2 Delete registered Target Resource (By Target Resource |D)
|
I_’

(3

I

_ 4 Display|Success indication |

Infra Admin or VWO CHARISMA GUI Mon-Analytics

Figure23: Target resource deletion workflow.

Table23: Delete registered resource request information

Method DELETE

URL monitoring/delete target resourcd@rgetResourcelD=valus
Headers ContentType:application/json

Returns Succes204- Failure: 400, 401, 404, 500
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5. GetMetrics Available
Interface exposed by the MA for retrieving the list of available metrics.

User CHARISMA System
Infra Admin or WVNO CHARISMA GUI Mon-Analytics

1 Retrieve Pwailable Metrics

2 Get available metrics

3 Return: List of metric container.

I
|
|
|
|
!
Ealll
|
EN
1
|
|
|

__ 4 Display|Metric Ligt
ey

Infra Admin or WVNO CHARISMA GUI Mon-Analytics

Figure24: Available target resource metric retrieval workflow.

Table24: Retrieve available metrics request information

Method GET
URL monitoring/get_metrics_availableé&rgetResourcelD=valug
Headers ContentType:application/json
Returns Succes200- Failure: 400, 401, 404, 500
Body: List < target_resource:metric > in JSON format

Alert Rule Management Interactions:
1. Register new Alert Rule

Interface exposed by the MA for registering a new alele.

User CHARISMA System
Infra Admin or VMO CHARISMA GUI I Mon-Analytics I
! 1 1
I I I
i 1 Create new Alert Ryle | i
F o] I
I I . . I
| | 2 Register new Alert Rule (Send alert_rule container) _
I I |
: :_, 3 Return: Success/Failure :
I [ i
:__, 4 Display|Success indication | |
[ i i
Il 1 1
Infra Admin or VWO CHARISMA GUI I Mon-Analytics I

Figure25: Alert rule registration workflow.

Table25: Register alert rule request information

Method POST

URL monitoring/register_alert_rule
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Headers ContentType:application/json

Request Body alert_rule container in JSON format

Returns Succes201 - Failure: 400, 401, 404, 500

2. Get registered Alert Rules by User ID

Interface exposed by the MA for retrievinggistered alert rules by user

User CHARISMA System
Infra Admin or VNO CHARISMA GUI II Mon-Analytics II
I
I I I
i 1 Get Registered Alert Rulgs L |
| o : : l
| | 2 Get Registered Alert Rules (Filter by User ID) _
I T Ealll
: :__, 3 Return: List of alert_rule containers :
| ([ [
:‘, 4 Display|List of availablg Policies | |
i I I
Infra Admin or VNO CHARISMA GUI Mon-Analytics
Figure26: Alertrule retrieval workflow.
Table26: Get registered alert rule by user request information

Method GET

URL monitoring/get_alert_rules?userlD=value

Headers ContentType:application/json

Returns Succes200- Failure: 400, 401, 40500

Body: List < alert_rule > in JSON format

3. Edit registered Alert Rule

Interface exposed by the MA for editing a registered alert rule.
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User CHARISMA System
Infra Admin or WNG CHARISMA GUI Mon-Analytics

1 Edit Registered Alert Rule

.
-

!

I

|

I . . 2

1 2 Edit Registered Alert Rule (Filter by Alert Rule ID)
:

I

I

I

3 Return: Success/Failure
-
4 Display|Success/Failure indicator |
- [
Imfra Admin or WYNO CHARISMA GUI Mon-Analytics
Figure27: Alert rule modification workflow.
Table27: Editregistered alert rule request information
Method PUT
URL monitoring/edit_alert_rule?alertRulelD=value
Headers ContentType:application/json
Request Body alert_rule container in JSON format
Returns Succes204 - Failure: 400, 401, 404, 500
4. Deleteregistered Alert Rule
Interface exposed by the MA for deleting a registered alert rule.
Figure28: Alert rule deletio workflow.
Table28: Delete registered alert rule request information
Method DELETE
URL monitoring/delete_alert_rule?alertRulelD=value
Headers ContentType:application/json

CHARISMAD3.4 Intelligencelriven wsecurity, inc. content caching and traffic handling Page41 of 118




































































































































































































































